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1. The development of social chatbots, or intelligent dialogue systems that are able to engage in pathetic
conversations with humans, has been one of the longest running goals in artificial intelligence (AI).
Early conversational systems, such as Eliza (Weizenbaum 1966), Parry (Colby, Weber, and Hilf 1971),
and Alice (Wallace 2009), were Submission received: 17 January 2019; revised version received: 15
September 2019; accepted for publication: 17 November 2019. designed to mimic human behavior in a
text-based conversation, hence to pass the Turing Test within a controlled scope. Despite impressive
successes, these systems were mostly based on hand-crafted rules and worked well only in constrained
environments. An open-domain social chatbot had remained an elusive goal until recently. Lately, we
have been witnessing promising results in both the academic research community and industry as large
volumes of conversational data become available, and breakthroughs in machine learning are applied to
conversational Al (15%) |

2. Social Chat as Hierarchical Decision-Making:

To fulfill these design objectives, we mathematically cast human—machine social chat as a hierarchical
decision-making process, and optimize Xiaolce for long-term user engagement, measured in expected CPS.
Xiaolce tries to maintain user interest by promoting diversity of conversation modes. Each conversation mode
is managed by a skill that handles a specific type of conversation segment. For example, Xiaolce starts with a
casual chat using the General Chat skill in Turn 1, switches to a new topic on music using Music

Chat in Turn 4, recommends a song using the Song-On-Demand skill in Turn 15, and helps book a concert
ticket using the Ticket-Booking skill in Turn 18. The dialogue in Figure 3 can be viewed as a decision-making
process with a natural hierarchy: A top-level process manages the overall conversation and selects skills to
handle different types of conversation modes (e.g., chatting casually, question answering, ticket booking), and
a low-level process, controlled by the selected skill, chooses primitive actions (responses) to generate a
conversation segment or complete a task. Such hierarchical decision-making processes can be cast in the
mathematical frameq work of options over Markov Decision Processes (MDPs) (Sutton, Precup, and Singh
1999), where options generalize primitive actions to higher-level actions. A social chatybot navigates in an
MDP, interacting with its environment (human users) over a sequence of discrete dialogue turns. At each turn,
the chatbot observes the current dialogue state,and chooses a skill (option) or a response (primitive action)
according to a hierarchical dialogue policy. The chatbot then receives a reward (from user responses) and
observes a new state, continuing the cycle until the dialogue terminates. The design objective of the chatbot is
to find optimal policies and skills to maximize the expected CPS (rewards).The formulation of dialogue as a
hierarchical decision-making process guides the design and implementation of Xiaolce. Xiaolce uses a
dialogue manager to keep track of the dialogue state, and at each dialogue turn, selects how to respond based
on a hierarchical dialogue policy. To maximize long-term user engagement, measured in expected CPS, we
take an iterative, trial-and-error approach to developing Xiaolce, and always try to balance the
exploration—exploitation tradeoff. We exploit what is already known to work well to retain Xiaolce’s active
users, but we also have to explore what is unknown (e.g., new skills and dialogue policies) in order to engage
with the same users more deeply or attract new users in the future. In Figure 3, Xiaolce tries a new topic (i.e.,
a popular singer named Ashin) in Turn 5 and recommends a song in Turn 15,and thereby learns the user’s
preferences (e.g., the music topic and the singer he loves), knowledge that would lead to more engagement in
the future. (25%)
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3. Recent progress of leveraging Al technologies for Xiaolce, as discussed in this article,
demands careful consideration of how these Al technologies could be used, or misused. In this section, we
discuss a few ethical considerations that we have encountered while developing Xiaolce, and our ongoing

efforts of addressing them. Privacy. Xiaolce can gain access to users’ emotional lives—to information that is
highly personal, intimate, and private, such as the user’s opinion on (sensitive) topics, her friends, and
colleagues. Although Xiaolce carefully leverages this information to serve users and build emotional bonds
over a long period of time, users should always remain in control over who gets access to what information.
For example, when Xiaolce helps form user groups for those with common interests and experiences,
particular caution needs to be taken as to what users might be inclined to share, and with whom they share. A
user might be perfectly fine sharing his frustration of not being promoted at work with his personal friends,
but probably not with his co-workers, and unlikely with telemarketers.

Who is in control. It has been highly recommended that humans must be in control of human-machine
systems (Picard 2000). In other words, systems must be user-centric. However, there are many cases for
exceptions. For example, should we allow a user to remain in control even if she is detected to likely hurt
herself in the long run by isolating herself from the rest of the world by talking only with Xiaolce?
Expectation. Xiaolce has such a superhuman “perfect” personality that is impossible to find in humans of the
real world. This could mislead the Xiaolce users by setting an unrealistic expectation. As a result, the users
might become addicted after chatting with Xiaolce for a very long time. (25%)
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4. Psychological studies show that happiness and meaningful conversations often go hand in hand. It is not
surprising, then, that with vastly more people being digitally connected in the social media age, social
chatbots have become an important alternative means for engagement. Unlike early chatbots designed for
chitchat, Xiaolce is designed as a social chatbot intended to serve users’ needs for communication, affection,
and social belonging, and is endowed with empathy, personality, and skills, integrating both EQ and IQ to
optimize for long-term user engagement, measured in expected CPS. Analysis of large-scale online logs
collected since the launch of Xiaolce in May 2014 shows that Xiaolce is capable of interpreting users’
emotional needs and engaging in interpersonal communications in a manner analogous with a reliable,
sympathetic, and affectionate friend. Xiaolce cheers users up, encourages them, helps them accomplish tasks,
and holds their attention throughout the conversation. As a result, Xiaolce has succeeded in establishing
long-term relationships with millions of users worldwide, achieving an average CPS of 23, a score that is
substantially better than that of other chatbots and even human conversations. We will continue to make
Xiaolce more useful and empathetic to help build a more connected and happier society for all. We conclude
this article by pointing out a few challenges for future work.
® Toward a unified modeling framework: Although the formulation provides useful design guidelines,
the effectiveness of having a unified modeling framework for system development remains to be proved.
Xiaolce was initially designed as a chitchat system based on a retrieval engine, and has gradually
incorporated many machine learning components and skills, which could have been jointly optimized
using a unified framework based on empathetic
® Toward goal-oriented, grounded conversations: In the dialogue are grounded in real-world entities can
Xiaolce engage with users in a more goal-oriented dialogue, for example, by providing services (playing
one of Ashin’s most popular songs for the user). It remains a non-trivial challenge for Xiaolce to fully
ground all her conversations in the physical world to allow more goal-oriented interactions to serve user
needs.
® Toward human-level intelligence: Despite the success of Xiaolce, the fundamental mechanism of
human-level intelligence, as demonstrated in human conversations, is not yet fully understood. Building
an intelligent social chatbot that can understand humans and their surrounding physical world requires
breakthroughs in many areas of cognitive and conscious Al, such as empathetic computing, knowledge
and memory modeling, interpretable machine intelligence, common sense reasoning, neural-symbolic
reasoning, cross-media and continuous streaming Al,
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